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AbstrAct � Data mining (DM) is a widely adopted methodology for the anal-
ysis of large datasets which is on the other hand often overestimated or incorrectly 
considered as a universal solution. This statement is also valid for clinical research, 
in which large and heterogeneous datasets are often processed.  DM in general uses 
standard methods available in common statistical software and combines them 
into a complex workflow methodology covering all the steps of data analysis from 
data acquisition through pre-processing and data analysis to interpretation of 
the results. The whole workflow is aimed at one final goal – to find any interest-
ing, non-trivially hidden and potentially useful information. This innovative con-
cept of data mining was adopted in our educational course of the Faculty of Medi-
cine at the Masaryk University accessible from its e-learning portal http://portal.
med.muni.cz/clanek-318-zavedeni-technologie-data-miningu-a-analyzy-dat-
-genovych-expresnich-map-do-vyuky.html.  

INTRODUCTION
The term “data mining” (DM) is currently wide-

spread in all areas related to data analysis. Clinical 
research belongs to them as well and the application 
of complex computational methods has become very 
popular in this area because of increasing amount of 
available data. The DM concept is nevertheless often 
overestimated or incorrectly considered as a univer-
sal solution for all problems. Although data mining 
seems to be well defined, the opposite is true. Even 
its definition is problematic and there are many def-
initions books and web portals dealing with the data 
mining. There are two probably the most popular def-
initions: “The nontrivial extraction of implicit, pre-
viously unknown, and potentially useful information 
from data” [1] and “The science of extracting useful 
information from large data sets or databases” [2].

In the article we would like to introduce our educa-
tional materials presenting concepts and approaches 
of data mining for clinicians and other researches in 
clinical and health care fields.

DM is mostly considered in the relation to large 
datasets; its usage in the commercial applications is 

common as well. In fact, the DM is universal meth-
odology applicable to any data analysis and it is not 
“owned” by any area of science. The DM has been 
 adopted in wide area of applications, such as search-
ing of risk clients, non-legal usage of credit cards, 
e-mail classification and spam messages detection, 
text and speech recognition or molecular data analy-
sis. Therefore, the DM is the area of science where its 
development is multidisciplinary in its nature. Meth-
ods applicable in commercial applications can be ap-
plied in any other research areas and vice versa.

Data mining is often connected to an idea of genial 
machine mining previously unknown information 
from the data and the methodology is often presented 
as a “black box” with simplified description. The re-
ality is of course more rational. Good knowledge of 
mathematical background of the DM methods and 
their limitations is crucial for the correct application 
of the DM; the most important is expert knowledge 
and long-term experience.  Methods applied in the 
DM are principally multivariate and have to follow 
all rules of multivariate data analysis. The benefits of 
multivariate methods are as follows [3]:
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 ▶ Visualization of data with multiple variables
 ▶ Searching of  meaningful views on multivariate 
data, identification of importance and hierarchy of 
variables

 ▶ Identification of  correlations among variables, 
simplification of their structure

 ▶ Analysis of similarities between analysed subjects, 
their stratification, classification and predictionn

The question is whether the data mining is in any 
way different from the commonly adopted statisti-
cal methods? The answer is both yes and no.  DM uses 
methods available in common statistical packages 
and “mining” can be sometimes used as a market-
ing term only. On the other hand, even common sta-
tistical methods are used in novel, complex and log-
ically joined context. The real DM is a standardized 
complex methodology covering all the steps of data 
analysis from data acquisition through pre-process-
ing and data analysis to interpretation of the results; 
the example is CRISP-DM, JDM (Java Data Mining) 
or complex methods of model description such as 
PMML (Predictive Model Markup Language). The 
data mining thus brings new quality in data analysis 
which is more related to innovative combination of 
methods than to any single method.  DM in the hands 
of experienced data analyst is an important tool of 
scientific data analysis to be applied on complex het-
erogeneous multivariate data.

The workflow of data mining can be separated into 
simple individual steps from data storage and pre-
processing to their description and predictive mod-
elling.  The individual steps can be performed in var-
ious software, such as Statistica, SPSS, SPSS Modeler, 
S+, Matlab, WEKA or R.

METHODS
Workflow of data mining

As already mentioned, data mining can be consid-
ered as an innovative connection of various meth-
ods of multivariate data analysis. Methodology of 
the complex DM approach always incorporates pro-
cess workflow of analytical steps. Example of such 
approach is the CRISP DM methodology describing 
life cycle of DM project and their interconnections 
[4]; this methodology as one of the most general ap-
proaches available was also adopted in our article and 
educational materials.

According to CRISP-DM methodology the DM proj-
ect life cycle consists of six phases; their order and di-
rection of crossing between them is not strictly given 
and the movement in the scheme is based on the re-
sults of the previous phase (the arrows in the scheme 
shows the most common paths). The outer circle 
symbolizes cyclical nature of data analysis which is 

repeated until the solution is found. The knowledge 
gained in one cycle can generate new questions and 
new cycles utilizing experiences from the previous 
cycles.

Understanding

This initial phase focuses on understanding the 
analysis objectives and requirements, and then con-
verting this knowledge into a data mining prob-
lem definition and a preliminary plan designed to 
achieve the objectives. For example, in clinical data 
analysis this is the preliminary phase of literature 
review of given clinical problem (terminology, cut-
offs, known correlations of variables etc.). Although 
it looks rather simple, this information is strategi-
cally important during the multivariate analysis. 
Limited knowledge on importance and meaning of 
variables can resulted into biased or uninterpretable 
results and during multivariate analysis these prob-
lems should not be necessarily revealed. Part of the 
preliminary phase should be also the power analysis 
and assessment of the necessary sample size.

Data Understanding

The data understanding phase starts with an initial 
data collection and proceeds with activities in order 
to get familiar with the data, to identify data quality 
problems, to discover first insights into the data, or 
to detect interesting subsets to form hypotheses for 
hidden information. Wide set of univariate and mul-
tivariate analyses can be adopted for this exploratory 
analysis (Figure 2).

Figure 1: DM workflow according to CRISP-DM 
methodology (taken from CRISP-DM)
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Data Preparation

The data preparation phase covers all activities to 
construct the final dataset from the initial raw data. 
Tasks include table, record, and attribute selection 
as well as transformation and cleaning of data. These 
data processing tasks do not have to be necessarily 
done in one step; it is more likely to have several data 
processing steps according to progress of exploratory 
analysis – for example in the first step we find non-
normal distribution of data and data transformation 
follows; than we return to phase of normality assess-
ment to prove it on transformed data. 

Modelling

In this phase, various modeling techniques are se-
lected and applied (typically, there are several tech-
niques for the same data mining problem type). Some 
techniques have specific requirements on the form of 
data and, therefore, stepping back to the data prepa-
ration phase is often needed (Figure 3). Because the 
DM is commonly used on large datasets, methods of 
so called machine learning are often adopted [4]. The 
best known are neural networks, classification and 
regression trees, association rules, regression tech-
niques (GLM, GAM, logistic regression as special 
approach of GLM), time series analysis of for clini-
cal data very common survival analysis (Cox propor-
tional hazards model for example).

The methods can be divided into supervised and 
unsupervised learning. During the supervised learn-
ing the presence of endpoint itself determines the 
learning process; we have a set of cases with known 
result [5]. The model is trained on these known cases 
which serve as a reference dataset for the evaluation 
of new case. The example can be a predictive model 
for probability of occurrence of given event in pa-
tients according to their initial characteristics. In this 
situation the model is developed on the base of ref-
erence dataset of patients with and without given 
event that differs in the values of potential predic-
tors. During unsupervised learning we are looking 

for structure within the dataset based on similari-
ties of cases. We are searching for typical patterns in 
the data (for example clusters of patients with simi-
lar characteristics).  

Supervised learning methods are further divided 
into classification and regression according to the de-
pendent type of variable. Regression is adopted for 
the continuous variables (blood pressure etc.); classi-
fication analysis is used for categorical variables.  

Some of the above mentioned methods are some-
times called “black box” but it is not correct to under-
stand this as an unknown principle of reaching the 
results; exact description of the model is necessary 
in these methods as well. In the last years the term 
“white box” is used for DM methods and it will hope-
fully modify the reputation of these methods; neural 
networks can serve as a typical example [6]. 

Evaluation

At this stage in the project, model(s) that appear to 
be correct and applicable from the data analysis point 
of view are built. Before proceeding to final decision 
about the model, it is important to be sure it prop-
erly achieves the project objectives. Model(s) should 
be validated and confronted with the reality to assess 
their general application for practice. It is also impor-
tant to find whether there is no problem unaddressed 
by the analysis. This part of the DM process is based 
on analytical results, such as metrics of models qual-
ity (analysis of variance, BIC, AIC, sensitivity, spec-
ificity, etc.) or validation using independent dataset.

Deployment

Development of the predictive model and obtain-
ing the data analysis results is not the final step of 
the DM project. Even in case of project aimed on de-
scription of the data the results have to be adequately 
presented. Requests on this phase cover wide range 
of tasks from descriptive report over scientific publi-
cation to implementation of the DM process. In most 
of the projects this phase is connected with results 
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Figure 2: Example of methods applicable for data understanding
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interpretation and requires expert knowledge of the 
analysed problem.  

RESULTS: E-LEARNING 
COURSE ON DATA MINING 

From the above description of data mining it is ev-
ident that the DM is a methodological concept based 
on innovative combination of univariate and espe-
cially multivariate statistical methods. Optimised an-
alytical plan of the DM is the main guarantee that 
useful information will be “mined” from the complex 
multivariate data. This concept was also adopted in 
the preparation of educational course of the Faculty 
of Medicine at the Masaryk University “Introduction 
of data mining technology and gene expression maps 
analysis into courses of Faculty of Medicine” [7] ac-
cessible from its e-learning portal http://portal.med.

muni.cz/clanek-318-zavedeni-technologie-data-
-miningu-a-analyzy-dat-genovych-expresnich-map-
-do-vyuky.html.  

SUMMARY
Data mining techniques proved to be usefool tool 

for the analysis of clinical data [8,9]. Our educational 
materials are aimed on clinicians and other non-sta-
tistical users of these techniques to provide them with 
information about the process of data mining proj-
ect based on CRISP-DM methodology and overview 
of the main analytical methods applicable during 
its steps; we hope these materials will help to spread 
out correct understanding of the utility of the data 
mining approach and its advantages and limitations.

RNDr. Jiří JARKOVSKÝ, Ph.D.
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Figure 3: Methods applicable for data modelling
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